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Self-Introduction

❑ Collaboration with NV: February 2022

❑ Event Understanding with Discourse Relations

❖ SubeventWriter (2022 EMNLP)

❖ COLA (2023 ACL)

❖ AbsInstruct (2024 ACL)

❑ Multi-Modal Long Context

❖ MMLongBench

❖ Long-Context Interpretability

Focus

Before LLM, brief



1. MMLongBench: Benchmarking 
Long-Context Vision-Language 

Models Effectively and Thoroughly
Zhaowei Wang, Wenhao Yu, Xiyu Ren, Jipeng Zhang, Yu Zhao,

Rohit Saxena, Liang Cheng, Ginny Wong, Simon See, 
Pasquale Minervini, Yangqiu Song, and Mark Steedman
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Introduction

Context windows of Large Vision-Language Models extend rapidly
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▪ : From 8K tokens (InternVL2) to 32K tokens (InternVL3)

▪ : From 2K tokens (Qwen-VL) to 32K tokens (Qwen2.5-VL)

Long-Context Vision-Language Models (LCVLMs)!

GPT4o:128K
GPT4.1: 1M

Sonnet 3.7: 200K
Sonnet 4: 200K

Gemini 2: 1M
Gemini 2.5: 1M
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Long Agent History[1] Document-Level VQA[2]

Introduction

Why Long-Context? a large volume of information

A wide array of applications:
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Also, multiple web pages,
 various softwares, etc.

[1] Shridhar, Mohit, et al. "Alfred: A benchmark for interpreting grounded instructions for everyday tasks." CVPR. 2020.
[2] Ma, Yubo, et al. "MMLONGBENCH-DOC: Benchmarking Long-context Document Understanding with Visualizations." Neurips, 2024.
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Problem Analysis
However, evaluation of long context lags behind:

▪ Limited task coverage
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Multimodal NIAH[3] Long-Document VQA
[3] Wang, Weiyun, et al. "Needle in a multimodal haystack." Neurips, 2024.



7

Problem Analysis

However, evaluation of long context lags behind:

▪ Lack of image type diversity
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Natural: everyday scenes, objects, or people
e.g., Visual Haystack[4] uses COCO[5] datasets

Synthetic: scanned documents, model generation
e.g., LongDocURL[6] uses various PDFs

[4] Wu, Tsung-Han, et al. "Visual Haystacks: A Vision-Centric Needle-In-A-Haystack Benchmark." arXiv preprint arXiv:2407.13766 (2024).
[5] Lin, Tsung-Yi, et al. "Microsoft coco: Common objects in context." ECCV, 2014.
[6] Deng, Chao, et al. "LongDocURL: a Comprehensive Multimodal Long Document Benchmark Integrating Understanding, Reasoning, and Locating." arXiv preprint arXiv:2412.18424 (2024).
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Problem Analysis

However, evaluation of long context lags behind:

▪ Context length control
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Visual Haystack Multimodal Needle in a Haystack[7]

Naïve way: Use image number as the context length (like 10, 100, 1K, 10K images):
▪ Different image sizes
▪ Text token: prompt, question, etc

[7] Wang, Hengyi, et al. "Multimodal needle in a haystack: Benchmarking long-context capability of multimodal large language models." NAACL, 2024.
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Problem Analysis

However, evaluation of long context lags behind:

▪ Lack of standardized input lengths
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MM-NIAH:
Long web pages with random length
from 1K to 72K

How does the performance change
with longer inputs?
Standard Lengths:
8K, 16K, 32K, 64K, 128K
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MMLongBench Overview

Design principles and goals 

▪ Diverse task and image coverage

▪ Cross-modal token counting

▪ Multiple standardized input lengths
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MMLongBench Overview

1. Diverse task (16 datasets, 5 categories, 13,331 examples)

11
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MMLongBench Overview

2. Cross-modal token counting

▪ Text: Llama2 tokenizer

▪ Image:14x14 patches and 2x2 pixel unshuffle
▪ Common practice: Qwen2.5-VL, InternVL3, Ovis2, …

3. Multiple Standardized Length

▪ Each example with 8K, 16K, 32K, 64K, and 128K context lengths

12
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Task Categories & Datasets

Visual RAG

▪ Dataset: Infoseek, ViQuAE

▪ Knowledge-based VQA

▪ Gold Reference

▪ Wikipedia, 100-word chunk

▪ BM25 + Embedding model

▪ Substring Exact Match

13
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Task Categories & Datasets

Needle-in-a-Haystack (NIAH)

▪ Dataset: Visual Haystack

▪ Find objects

▪ Haystack of natural images

▪ Single or multiple needles

▪ Yes or No, binary

14



15

Task Categories & Datasets

Needle-in-a-Haystack (NIAH)

▪ Dataset: MM-NIAH

▪ Retrieval, Count, and Reasoning

▪ Text or image needle

▪ Haystack of webpages

▪ SubEM or Acc

15
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Task Categories & Datasets

Many-shot In-Context Learning (ICL)

▪ Stanford Cars, Food101, 

     SUN397, iNat2021

▪ On-the-fly image classification

▪ Class ID, not original name

▪ Control exemplar number
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Task Categories & Datasets

Summarization (Summ)

▪ Dataset: GovReport, Multi-LexSum

▪ PDF-formatted documents

▪ Not OCR-extracted texts

▪ Using GPT-4o to evaluate

▪ Truncate from the end

17
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Task Categories & Datasets

Long-Document VQA (DocVQA)

▪ Dataset: MMLongBench-Doc

     LongDocURL, SlideVQA

▪ PDF-formatted documents

▪ Concatenate or truncate documents

18
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Image Number
19
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Experimental Results
20

2. Models can generalize to longer 
context lengths. 

▪ Qwen2.5-VL-32B

▪ Ovis2-34B

1. All models struggle, but closed-
source models perform better.

▪ Gemini-2.5-Pro is the best.
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Experimental Results
21

3. Reasoning can improve multimodal 
long-context ability.

▪ Gemini-2.0-Flash-T

▪ Gemini2.5-Flash&Pro

4. Different models exhibit different 
strengths.

▪ Qwen2.5-VL-32B better on VRAG

▪ InternVL3-38B better on NIAH

Need Comprehensive Evaluation!
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Evaluation Suggestions

Can NIAH Tasks Reflect LCVLM’s Overall Long-Context Ability?
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No!

▪ Visual Haystack: Low Correlation

▪ MM-NIAH: < 0.8



23

Evaluation Suggestions

NIAH tasks are hard for current LVLMs!

23

Scores below 30 and 40, poor 
separability between models

Random guess yields 50% accuracy, 
highlighting its difficulty.
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Evaluation Suggestions

Correlations Across Categories are not strong, 

consistently < 0.85
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We need comprehensive evaluation!

Long-document VQA is a reliable proxy

for fast iteration.



25

Error Analysis & Case Studies

MMLongBench-Doc
▪ Use OCR-extracted text instead of PDF images (w/ OCR)

▪ Use instruction version of Qwen2.5-7B and Qwen2.5-32B (w/ LLM; text-
only models)

▪ Categorize examples according to the answer sources: text-pure and 
vision-needed.

25
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Error Analysis & Case Studies

Findings:

▪ No clear winner between OCR-extracted text and PDF images

▪ PDF images lead to higher scores in vision-needed cases

▪ OCR yields better performance in text-pure cases (OCR tool > VLM OCR)

26

VLM’s OCR ability in long context is a bottleneck!
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Error Analysis & Case Studies

Visual RAG (InfoSeek)

▪ Replace the image with entity name

▪ Use instruction version of Qwen2.5-7B 
and Qwen2.5-32B (w/ LLM; text-only 
models)

Findings:

▪ All models improves when we directly
provide entity name

▪ Text-only models perform better
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Cross-modal retrieval in 
long context is a bottleneck!

(from entity image to its attribute)
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More Experiments & Analysis (YaRN)
28

▪ Performance on shorter input length hurts

▪ Only 3B model improves a lot at 128K

▪ 32B and 72B only fluctuate
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More Experiments & Analysis
29

▪ Full model evaluation (46 models)

▪ V2PE on InternVL2

▪ Lost in the middle

▪ …

Lost in the middle (partial)
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Conclusions & Future Work

▪ First comprehensive benchmark for long-context vision-language 
models (LCVLMs)

▪ Rigorous, extensible foundation for diagnosing the strengths and 
weaknesses of frontier LCVLMs

▪ Evaluation on 46 models reveals with rich insights

Looking forward, we hope MMLONGBENCH will serve as a standard 
yardstick for the community to benchmark new LCVLMs

30
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What’s new

A few Vision-Language teams has already started using our
MMLongBench:

▪ MiMo-VL 2508[1] (Xiaomi)

▪ Kimi-VL (Moonshot)

▪ Seed-VL (ByteDance)

Invited Talks:

▪ MLNLP[2]

▪ ResearchTrend[3]

31

[1] https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
[2] https://www.bilibili.com/video/BV12Hu7zeE11/?share_source=copy_web&vd_source=e92a97b90c150ef916306fe0fdb9ee6f
[3] https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin

https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://huggingface.co/XiaomiMiMo/MiMo-VL-7B-RL-2508
https://www.bilibili.com/video/BV12Hu7zeE11/?share_source=copy_web&vd_source=e92a97b90c150ef916306fe0fdb9ee6f
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin
https://researchtrend.ai/social-events/researchtrend-connect-vlm-llmag-aifin


2. SubeventWriter: Iterative Sub-
event Sequence Generation with 

Coherence Controller
Zhaowei Wang, Hongming Zhang, Tianqing Fang, Yangqiu Song, Ginny Y. 

Wong & Simon See

32



33

Our motivation is about coherence 

among steps when doing the planning.

Given a process, can language 

models plan right steps?

Task Formulation
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1. Iterative Event-level Decoding: a Seq2Seq Language Model generate steps one by one.

2. Coherence Controller: a masked language model generates coherence scores.

Method

Post-LLM name: Test-time scaling!
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~83k processes

from WikiHow1

Seq2Seq Models:

BART-base/large

T5-base/large/3b

Result

[1] https://www.wikihow.com



3. AbsInstruct: Eliciting Abstraction 
Ability from LLMs through Explanation 

Tuning with Plausibility Estimation

Zhaowei Wang, Wei Fan, Qing Zong, Hongming Zhang, Sehyun Choi,
Tianqing Fang, Xin Liu, Yangqiu Song, Ginny Y. Wong, & Simon See

36



37

❑ Based on our previous work:

AbsPyramid[1].

❑ We can know Event B given Event A,

contextualized is-a relation

❑ Cognitive Study: K-Line Theory[2]

Entailment relation (Abstraction)

between events

[1] AbsPyramid: Benchmarking the Abstraction Ability of Language Models with a Unified Entailment Graph
[2] Minsky, Marvin. "K‐Lines: A theory of Memory." Cognitive science 4.2 (1980): 117-133.

Task Formulation

A cat hunted a

prey into its 

shelter.

A cat chased a

prey into its 

shelter.

A cat chased a

mouse into its 

shelter.

A cat chased a

mouse into its 

burrow.

A cat hunted a

mouse into its 

shelter.

Event
Event

Event

Noun

Noun

Verb

Verb

Noun

Aman retreats

to mountains and 

forests

Retreat Predation

A poet…

Noun

Verb

A cat followed

a prey into its 

shelter.
Verb

…

…

Verb

…

Noun

Abstract

Concrete

…
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❑ General Domain Data: Alpaca

❑ Building Specific Domain Data:

❖ Data from AbsPyramid (221K)

❖ Explanation Trace (effective)

❖ Perplexity Filtering (efficient)

Enhance the abstraction ability of

LLM with Instruction Tuning

Method

[2] Taori, Rohan, et al. "Stanford alpaca: An instruction-following llama model." 30 Jun. 2023
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❑ Response Collection with Explanation

1) Explanation Step: GPT4 generates the 

meaning of given words

2) Conclusion Step: Yes, the meaning of [cpt] 

encompasses [ins]. / No, the meaning of [cpt] 

doesn’t encompass [ins].

❑ Perplexity Filtering

1) LLMs gain knowledge during pre-training[3]

2) Only need to better elicit the abstraction 

knowledge?

3) Compute the perplexity of each abstraction 

example (This can show pre-train knowledge)

Method

[3] Zhou, Chunting, et al. "Lima: Less is more for alignment." Advances in Neural Information Processing Systems 36 (2023): 55006-55021.
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❑ Filter Equation (perplexity reciprocal)

Method

i: instruction; x: example, r: response

❑ Only 600 examples can work
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Data: Test set of AbsPyramid

Our framework can improve

perform well on different

LLMs

Result



4. COLA: Contextualized Commonsense 
Causal Reasoning from the Causal 

Inference Perspective

Zhaowei Wang, Do V. Quyet, Hongming Zhang, Jiayao Zhang, Weiqi Wang, 
Tianqing Fang, Yangqiu Song, Ginny Y. Wong & Simon See
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In a chain of events E1, E2, E3, …, En:

detect commonsense causal relation 

between two events. 

Contextualized Commonsense

Causal Reasoning

Task Formulation
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We model the causal 
relation as Average 

Treatment Effect (ATE)

We also use        to indicate that Ei occurs before Ej 
for simplicity
So is the temporal relation between them.

Method
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1. multi-timestamp covariate sampling

2. intervention generation

3. selecting a set of matched interventions

4. computing average treatment effect 

…

Emma felt hungryE𝑖:

Emma exercised for a whileE𝑖−1:

Emma made a steak in the kitchenE𝑛:

…
…E1:

Event Timeline

Bob felt sad.

James washed her face

Interventions

Emma felt sad.

Covariates

Emma got up early.

Emma washed her face.

Emma rode her bike.

(1) Multistamp Covariate Sampling (2) Intervention Generation

(3) Matched

Interventions Emma felt hungry
Emma brushed her teeth.

(4) Average Treatment Effect

Method
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▪ COPES dataset, 

sampled from 

RocStories[1]

▪ We test each baseline
based on different
LMs

Main Results

[1] Nasrin Mostafazadeh, Nathanael Chambers, Xiaodong He, Devi Parikh, Dhruv Batra, Lucy Vanderwende, Pushmeet Kohli, and James Allen. 2016. A Corpus and Cloze Evaluation for Deeper 
Understanding of Commonsense Stories. In Proceedings of NAACL, 2016.

https://aclanthology.org/N16-1098
https://aclanthology.org/N16-1098
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